al-Farabi Kazakh National University
Mechanics and Mathematics Faculty
Department of Mechanics
Syllabus
II semester 2018 Academic year

Academic course information


	Discipline’s code
	Discipline’s title
	Type
	No. of hours per week
	Number of credits
	ECTS

	
	
	
	Lect.
	Pract.
	Lab.
	IWS
	
	

	
	[bookmark: _GoBack]Modern High-performance Computing Technology in Mechanics

	
	1
	-
	2
	2
	3
	



	Lecturer   
	SHAYAKHMETOV Nurlan
	Office hours


	Monday - Saturday

	e-mail
	shayakhmetovn@gmail.com
	
	

	Telephone number
	+7 (707) 808 8161
	Auditory

	108




	Academic presentation of the course
	Aim of course: The purpose of the course is to familiarize the master students with the capabilities of the Modern High-performance Computing Technology in Mechanics. In particular, to teach how to work with high performance computing like MPI, CUDA and parallel programming using CPU. 
The purpose of the course: to form a system of competences in the context of the qualification requirements of the specialty:
- demonstrate the knowledge gained on the basic concepts of the Modern High-performance Computing Technology and their understanding;
- demonstrate an understanding of the principles and theorems of the Modern High-performance Computing Technology;
- be able to interpret the studied methods in specific conditions and new situations;
- use the parallel programming technologies.
- analyze the results of the course, summarize them in the form of a scientific essay, presentation, review, scientific review, etc .;
- independently generate ideas, develop a mode of action, drawing knowledge from various fields and establish cause-effect relationships;
- to constructive educational and social interaction and cooperation in the group;
- to put forward hypotheses, to propose for consideration the problem, to argue its importance;
- to find and correct errors in the work of other members of the group, criticize and accept criticism;
- to defend one's point of view, to find a compromise;
- work in a team, interact with partners;
- be aware of the role of the listening course in the implementation of the individual trajectory of learning and the relationship with other disciplines;
- be aware of the need to form new competencies;
- determine the direction of further personal and professional development, etc.

	Prerequisites
	· Programming
· Object oriented programming

	Post requisites
	-

	Information resources 
	Literature:
1. Fundamentals of Programming with C#. Svetlin Nakov & Co., - 2013
2. Cheng, John. Professional CUDA C Programming. John Wiley and Sons, 2014.
3. CUDA C programming guide. – 2015
4. Introduction to MPI. - PACS Training Group, - 2001.
5. Introduction to HPC with MPI for Data Science. -2016
Internet-resources: 
1. Giles, Mike. Introduction to CUDA. Oxford University. -2013.
2. Zeller, Cyril. CUDA C/C++ Basics: Supercomputing 2011 Tutorial. NVIDIA Corporation. – 2011.
3. GPU programming: CUDA basics. - 2012.
4. Pavan Balaji and Torsten Hoefler. MPI for Dummies. PPoPP, Shenzhen, China. -2013.
5. Марченко А.Л. C#, Введение в программирование: Учебное пособое. Издательство Московского университета. – 2005.

	Academic policy of the course in the context of university moral and ethical values
	Academic Behavior Rules: 
All the assignments must be completed until due date. Students, who could not earn 50% out of 100% during first or second midterm and final, will be able to work off during an additional term. Late assignment is not accepted except for extenuating circumstances (e.g. field trip, hospitalization). Student, who failed to meet all kinds of work, is not allowed for passing an exam. In addition, the assessment takes into account the activity and attendance of students during class.
Be tolerant and respect other people's opinions. The objections should be formulated in a correct manner. Plagiarism and other forms of cheating are not allowed. Cheating is not accepted during  independent work of student (IWS), midterm and final exam, copying solved problems from others, passing the exam to another student are not allowed also. Student convicted of falsifying any information about the course, any unauthorized upload to the “Intranet” using cheat sheets, will be graded with a final grade «F». For advice on the implementation of IWS, submitting and defending, as well as additional information on the studied material and all the other issues that arose upon studying the course, contact the instructor during his office hours.

Academic values:


	Evaluation and attestation policy
	Criteria-based evaluation: 

Final evaluation of the discipline 
Here PK1, PK2 – assessment boundary control (total current control),
MТ – estimates for Midterm Exam;
ИК – evaluation of the final control (examination during the session).
Total score is calculated on the discipline and rounded in the “Univer” automatically.

Summative evaluation: 


Calendar (schedule) the implementation of the course content:

	Week / date
	Topic title (lectures, practical classes, Independent work of students)
	Number of hours
	Maximum score

	1
	2
	3
	5

	1
	Lecture 1. Introduction. Familiarization with the evaluation system. Practice on the main definitions: derivative, integral etc.
	1
	1

	
	Laboratory work 1. Proficiency test in programming.
	4
	10

	2
	Lecture 2. Familiarization with interface of Visual Studio. Introduction to programming languages.
	1
	1

	
	Laboratory work 2. Parallelization of equation solving numerical methods.
	4
	10

	3
	Lecture 3. Classification of differential equations and methods to solve this equations.
	2
	1

	
	Laboratory work 3. Simulation of heat transfer equation and comparison of obtained results with analytical solution
	1
	10

	4
	Lecture 4. Mass conservation equation.
	2
	1

	
	Laboratory work 2. Using different approximation methods to solve Mass conservation equation.
	1
	10

	5
	Lecture 5. Tasks for application of Single phase Darcy law submodule. Simulation of water flooding of the core sample. Derivation of filtration velocity. Comparison of water production and injection rates.
	2
	1

	
	Laboratory work 5. Parallelization of  approximation methods to solve Mass conservation equation.
	1
	10

	
	IWS 1. Define dependency between mesh size and results. Comparison with the analytical solution. Analysis of results. Report.
	1
	20

	6
	Lecture 6. Introduction to MPI technology. Explain how to work with message passing interface.
	2
	1

	
	Laboratory work 6. Practice with Background worker of Visual Studio.
	1
	10

	7
	Lecture 7. Main functions of MPI. MPI_init, MPI_Comm_size, MPI_Comm_rank, MPI_Finalize.
	2
	1

	
	Laboratory work 7. Practice with MPI. 
	1
	13

	
	1st control work
	
	100%

	8
	Midterm Exam
	
	100%

	9
	Lecture 8. Message passing with MPI. MPI_Send, MPI_Recv
	2
	1

	
	Laboratory work 8. Programming of Sum using MPI.
	1
	13

	10
	Lecture 9. MPI data distribution functions. MPI_Scatter, MPI_Gather, MPI_Allgather
	2
	1

	
	Laboratory work 9. Programming different problems with Scatter, Gather and Allgather functions.
	1
	13

	11
	Lecture 10. Introduction to GPU programming.
	2
	1

	
	Laboratory work 10. Solving of Heat transfer equation by using MPI technology.
	1
	13

	12
	Lecture 11. Parallelization between GPU and CPU.
	2
	1

	
	Laboratory work 11. Parallelization between GPU and CPU.
	1
	13

	13
	Lecture 12. Introduction to AMD Stream and NVidia CUDA technologies. Advantages and disadvantages of these technologies. 
	2
	1

	
	Laboratory work 12. Practice with NVidia Cuda.
	1
	13

	14
	Lecture 13. Main functions of CUDA
	2
	1

	
	Laboratory work 13. Solving partial differential equations using CUDA technology.
	1
	13

	15
	Lecture 14. Using parallel for in C#.
	2
	1

	
	Laboratory work 14. Solving of interpolation with Parallel for.
	1
	15

	
	2nd control work
	
	100%

	
	Exam
	
	100%

	Note: Independent work of a student with a teacher is planned at 7 hours per semester. The syllabus is entered on the weeks specified by the teacher as assignments and / or consultations)




Lecturer       ________________

Head of the Department     __________________

Chairman of the Faculty Methodical Bureau      ____________________
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